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EXECUTIVE SUMMARY

Architecture: the structure of components, their relationships, and the principles and
guidelines governing their design and evolution over time.

DoD Integrated Architecture Panel,
1995, based on IEEE STD 610.12

Architectures within the Department of Defense (DoD) are created for a number of reasons.
From a compliance perspective, the DoD is compelled by law and policy (i.e., Clinger-Cohen
Act, Office of Management and Budget (OMB) Circular A-130) to develop architectures. From
a practical perspective, experience has demonstrated that the management of large organizations
employing sophisticated systems and technologies in pursuit of joint missions demands a
structured, repeatable method for evaluating investments and investment alternatives,
implementing organizational change, creating new systems, and deploying new technologies.
Towards this end, the DoD Architecture Framework (DoDAF) was established as a guide for the
development of architectures.

The DoDAF provides the guidance and rules for developing, representing, and understanding
architectures based on a common denominator across DoD, Joint, and multinational boundaries.
It provides external stakeholders with insight into how the DoD develops architectures. The
DoDAF ensures that architecture descriptions can be compared and related across programs,
mission areas, and ultimately, the enterprise, thus, establishing the foundation for analyses that
supports decision-making processes throughout the DoD.

As the Department takes appropriate strides to ensure advancement of the Information
Technology (IT) environment, it becomes essential for the DoDAF to transform to sufficiently
support new technologies. A significant evolution occurring today is the Department’s
transformation to a new type of information intensive warfare known as Net-Centric Warfare
(NCW). NCW focuses on generating combat power from the effective linking or networking of
the warfighting enterprise, and making essential information available to authenticated,
authorized users when and where they need it. This ability is at the heart of net-centricity and
essential to achieving Net-Centric Operations (NCO).

DoDAF v1.5 is a transitional version that responds to the DoD’s migration towards NCW. It
applies essential net-centric concepts! in transforming the DoDAF and acknowledges that the
advances in enabling technologies — such as services within a Service Oriented Architecture
(SOA) — are fundamental to realizing the Department’s Net-Centric Vision?. DoDAF vl1.5
addresses the immediate net-centric architecture development needs of the Department while
maintaining backward compatibility with DoDAF v1.0.

In addition to net-centric guidance, DoDAF v1.5 places more emphasis on architecture data,
rather than the products, introduces the concept of federated architectures, and incorporates the
Core Architecture Data Model (CADM) as an integral component of the DoDAF. These aspects

1 Reference DoDAF v1.5 Volume II for further information on the following net-centric concepts and their application to DoDAF: 1) Populate
the Net-Centric Environment , 2) Utilize the Net-Centric Environment , 3) Accommodate the Unanticipated User, 4) Promote the Use of
Communities Of Interest (COI), 5) Support Shared Infrastructure

2 2005 National Defense Strategy
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prepare the way for more efficient and flexible use and reuse of architecture data, enabling
broader utility for decision makers and process3 owners.

The DoDAF is a three-volume set that inclusively covers the concept of the architecture
framework, development of architecture descriptions, and management of architecture data.

e Volume I introduces the DoDAF framework and addresses the development,
use, governance, and maintenance of architecture data.

e Volume II outlines the essential aspects of architecture development and
applies the net-centric concepts to the DoDAF products.

e Volume III introduces the architecture data management strategy and
describes the pre-release CADM v1.5, which includes the data elements and
business rules for the relationships that enable consistent data representation
across architectures.

An Online Journal, hosted on the DoD Architecture Registry System (DARS) website
(https://darsl.army.mil), replaces the DoDAF v1.0 Desk Book and is designed to capture
development best practices, architecture analytical techniques, and showcase exemplar
architectures.

The DoDAF will continue to evolve to meet the growing needs of decision makers in the
Net-Centric Environment (NCE). Going forward, architectures will need to capture the
development of a new generation of net-centric capabilities stemming from operational insights
gained in Afghanistan and Iraq. As the maturation of the Global Information Grid (GIG)
continues through GIG Capability Increments (an incremental time frame approach to the
delivery of GIG-enabling capabilities), architectures will be a factor in evaluating increment
investments, development, and performance at the mission portfolio levels. As the DoD
increases its use of architecture data for decision-making processes, architects will need to
understand how to aggregate the data for presentation purposes at the enterprise level. The
DoDAF plays a critical role in the development of architectures and will continue to improve its
support for the increasing uses of architecture data.

3 CICS Instruction 3170.01E, Joint Capabilities Integration and Development System (JCIDS); DoD Directive 7045.14, Planning, Programming,
Budgeting, and Execution (PPBE); DoD Directive 5000.1, The Defense Acquisition System (DAS); DoD Directive 8115.01, Information
Technology Portfolio Management (PfM)
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1 INTRODUCTION

1.1 VOLUME Il PURPOSE AND INTENDED AUDIENCE
The purpose of the DoDAF v1.5 Volume Il is to define, provide a purpose for, and describe
in detail each Framework product. This volume is organized with various readers in mind.

For the manager who needs to lead architecture development projects and who may need to
use an architecture to make acquisition, budgeting, or resourcing decisions, product definition
and product purpose subsections are provided in each product section to:

- Help these managers understand the architecture components or products.

- Provide an appreciation of the potential level of effort involved in developing
architectures.

- Assist in discerning the potential uses of an architecture.
For the architect and engineering team who need to develop architecture products for high-

level decision makers for use in decision support analysis, a detailed product description and
an architecture data element table subsection are provided in each product section to:

- Enable the architect and his team to identify products to be included in the
architecture based on the architecture’s intended use (see Figure 2-2,
Architecture Products by Use).

- Determine architecture data needs.
- Identify sources for the architecture data.
- Analyze and relate the architecture data gathered.
- Compose the architecture data into architecture products.
A Net-Centric Guidance subsection is provided in each product section. With the same
architectural vision, the program manager, Component-level CIOs, and chief architects who are

guiding the development of architectures, which include net-centric components, should view the
Net-Centric Guidance subsections with their individual perspectives and duties to:

- Assist in developing architecture products that show how programs and
Component organizations are:
» Using and consuming information and capabilities from the NCE

» Facilitating widespread use of information and capabilities beyond
their initial predefined set of users

« Utilizing collaborative communities to make information and
capabilities more understandable in the NCE

* Providing and consuming shared infrastructure

- Aid in developing net-centric architectures compliant with the Net-Centric
Operations and Warfare Reference Model (NCOW RM)

- Support program level architecture reviews in support of the Warfighter,
Business, Intelligence, and Enterprise Information Environment Mission
Areas portfolios

This document is organized in the following manner:

1-1



Section Content

Section 1 Introduction — Identifies the purpose and intended audience of Volume II.
Provides a brief overview of DoDAF terms.
Architecture Basics — Views, Products, and Architecture Data — Provides
Section 2 an overview of basic concepts of the DoD architecture approach and
introduces the net-centric concepts.
Section 3 All-Views Products — Provides All-View product descriptions.
. Operational View Products — Provides Operational View product
Section 4 .
descriptions.
. Systems and Services View Products — Provides Systems and Services
Section 5 . "
View product descriptions.
. Technical Standards View Products — Provides Technical Standards View
Section 6 _
product descriptions.
Section 7 Framework Architecture Data Element Relationships — Contains details
of the architecture data element and product relationships.

Table 1-1 Organization of Volume I

The product definitions are provided according to the format described below.

111

Product Description Structure

Products for each view are presented individually, with the following separate subsections:

1.
2.
3.

A product overview (what is it)
A brief statement on the purpose of the product (why is it useful)
A detailed description that includes:

- Narrative details about the product and its representation in Structured Analysis
(SA) and in Object-Oriented (OO) notation, where applicable

- One or more generic templates and/or examples (For most of the products, one or
more generic templates are shown to illustrate the basic format of the product;
when a generic template is not appropriate, one or more examples are shown.)

Net-centric guidance that includes:

- An updated purpose of the view in a NCE

- Detailed guidance for tailoring the product to the net-centric concepts
- Example net-centric product diagrams, as applicable

CADM information space and model, and as applicable, data element and
relationship table

1.2 OVERVIEW

The DoDAF v1.5 defines a common approach for DoD architecture description development,
presentation, and integration. The DoDAF v1.5 is a net-centric update to the framework which
provides a common approach to DoD net-centric architecture development and includes
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guidance to programs, managers, and architects who are developing systems that operate in the
NCE as mandated by DoD CIO policies, guidance, and instruction. The net-centric update of
DoDAF vl1.5 leverages the previous DoDAF v1.0 to describe three types of architectures:
Traditional, Net-Centric, and Hybrid (a mix of traditional and net-centric).

An architecture description is a representation of a defined domain, as of a current or future
point in time, in terms of its component parts, how those parts function, the rules and constraints
under which those parts function, and how those parts relate to each other and to the
environment. Within the DoDAF, architectures are described in terms of four views: Operational
View (OV), Systems and Services View (SV), Technical Standards View (TV), and All-View
(AV). An architecture description is composed of architecture products that are interrelated
within each view and are interrelated across views. Architecture products are those graphical,
textual, and tabular items that are developed in the course of:

e QGathering architecture data
¢ Identifying their composition into related architecture components or composites

e Modeling the relationships among those composites

Underlying the products is the CADM, which defines a standard set of architecture data entities
and relationships for architecture data.

The term architecture is generally used both to refer to an architecture description and an
architecture implementation. An architecture description is a representation of a current or
postulated real-world configuration of resources, rules, and relationships. Once the
representation enters the design, development, and acquisition portion of the system
development life-cycle process, the architecture description is then transformed into a real
implementation of capabilities and assets in the field. The Framework itself does not address this
representation-to-implementation transformation process but references policies that are relevant
to that process.

Hereafter in this document, the term architecture will be used as a shortened reference to
architecture description. Occasionally, the term architecture description is used for emphasis.
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2 ARCHITECTURE BASICS - VIEWS, PRODUCTS, AND
ARCHITECTURE DATA

2.1 ARCHITECTURE VIEWS

As defined in Volume I, the term integrated architecture refers to one in which architecture
data elements are uniquely identified and consistently used across all products and views within
the architecture. In most cases, an integrated architecture description has an OV, SV, TV, and an
All View (AV) that are integrated with each other (i.e., there are common points of reference
linking the OV and SV and also linking the SV and TV). The Operational Activity to Systems
Functionality Traceability Matrix (SV-5), for example, relates operational activities from the
Operational Activity Model (OV-5) to system functions from the Systems Functionality
Description (SV-4); the SV-4 system functions are related to systems in the Systems Interface
Description (SV-1), thus bridging the OV and SV. An architecture is defined to be an integrated
architecture when products and their constituent architecture data elements are developed, such
that architecture data elements defined in one view are the same (i.e., same names, definitions,
and values) as architecture data elements referenced in another view.

Figure 2-1 illustrates the major relationships.

All-View

| Describes the Scope and Context (Vocabulary) of the Architecture

Operational
<® \View
Q
od Qe," 2 Identifies What Needs to be
© *\,§Q<§‘ Accomplished and Who Does It

Systems and Services ° SISl S CErEnlies Technical Standards
) Required to Satisfy Information .
View View

i Exchanges
Rekles Sysicms, Senices; Prescribes Standards and

and Char_acteristics to « Technical Standards Criteria Conventions
Operational Needs 4 Governing Interoperable

Implementation/Procurement of
the Selected System Capabilities

Figure 2-1: Fundamental Linkages Among the Views

2.1.1 Definition of the Operational View

The OV captures the operational nodes, the tasks or activities performed, and the information
that must be exchanged to accomplish DoD missions. It conveys the types of information
exchanged, the frequency of exchange, which tasks and activities are supported by the
information exchanges, and the nature of information exchanges.

2.1.2  Definition of the Systems View

The SV captures system, service, and interconnection functionality providing for, or
supporting, operational activities. DoD processes include warfighting, business, intelligence, and
infrastructure functions. The SV system functions and services resources, and components may
be linked to the architecture artifacts in the OV. These system functions and service resources
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support the operational activities, and facilitate the exchange of information among operational
nodes.

2.1.3 Definition of the Technical Standards View

The TV is the minimal set of rules governing the arrangement, interaction, and
interdependence of system parts or elements. Its purpose is to ensure that a system satisfies a
specified set of operational requirements. The TV provides the technical systems implementation
guidelines upon which engineering specifications are based, common building blocks are
established, and product lines are developed. It includes a collection of the technical standards,
implementation conventions, standards options, rules, and criteria that can be organized into
profile(s) that govern systems and system or service elements for a given architecture.

2.1.4 Definition of the All-Views

There are some overarching aspects of an architecture that relate to all three views. These
overarching aspects are captured in the AV products. The AV products provide information
pertinent to the entire architecture but do not represent a distinct view of the architecture. AV
products set the scope and context of the architecture. The scope includes the subject area and
time frame for the architecture. The setting in which the architecture exists comprises the
interrelated conditions that compose the context for the architecture. These conditions include
doctrine; tactics, techniques, and procedures (TTP); relevant goals and vision statements;
concepts of operations (CONOPS); scenarios; and environmental conditions.

2.2 ARCHITECTURE PRODUCTS

Architecture products that describe characteristics pertinent to the architecture purpose are
those graphical, textual, and tabular items that are developed in the course of:

e Gathering architecture data
¢ Identifying their composition into related architecture components or composites

e Modeling the relationships among those composites

Choosing which products to develop for a given architecture description depends on the
architecture’s intended use.

Table 2-1 lists products. The first column indicates the view applicable to each product. The
second column provides an alphanumeric reference identifier for each product. The third column
gives the formal name of the product. The fourth column indicates if the product’s definition and
purpose were augmented to incorporate net-centric concepts. The fifth column captures the
general nature of the product’s content. The sequence of products in the table does not imply a
sequence for developing the products.

Additional products may be developed for a given architecture description depending on the
intended use of the architecture (see Figure 2-2). Figure 2-2 identifies several categories for
architecture usage and the product data that provide pertinent input to that use. The listed items
are not meant to be exhaustive or all inclusive, but are illustrated to provide a starting point for
determining the architecture data needed to address a particular area. The architecture data
appropriate for any individual use case are highly dependent on the specific situation, objectives,
and scope of the effect. Therefore, architects should consider the guidelines provided in the use
matrix but make decisions based on the specifics of their particular architecture and its intended
use.
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Table 2-1: List of Products

All View AV-1 Overview and Summary Information \/ Scope_, purpose, intended users, environment depicted,
analytical findings
All View AV-2 Integrated Dictionary \/ Archlt_ecture data repository with definitions of all terms
used in all products
Operational ov-1 High-Level Operational Concept Graphic \/ ';g?:;:z\t/el graphicalftextual description of operational
Operational oV-2 Opera_tlo_nal Node Connectivity \/ Operational node_s, connectivity, and information
Description exchange need lines between nodes
Operational oVv-3 Operational Information Exchange Matrix \/ Infqrmatlon exchanged between nodes and the relevant
attributes of that exchange
Operational ov-4 Organizational Relationships Chart \/ Organ_lzayonal, role, or other relationships among
organizations
Capabilities, operational activities, relationships among
Operational oV-5 Operational Activity Model \/ activities, inputs, and outputs; overlays can show cost,
performing nodes, or other pertinent information
One of three products used to describe operational
Operational OV-6a Operational Rules Model \/ activity—identifies business rules that constrain
operation
One of three products used to describe operational
Operational OV-6b Operational State Transition Description \/ activity—identifies business process responses to
events
One of three products used to describe operational
Operational OV-6¢ Operational Event-Trace Description \/ activity—traces actions in a scenario or sequence of
events
Documentation of the system data requirements and
Operational ov-7 Logical Data Model \/ structural business process rules of the Operational
View
Systems Systems Interface Description \/ Iden_tification of sy_ster_ns nodes, sys_te_ms, system @tems,
and Sv-1 Servi Interf D o services, and service items and their interconnections,
Services ervices Interface Description within and between nodes
Systems Systems Communications Description \/ Syst_em_s nodes, systgms, system items_, se_rvices, and
and SV-2 Servi c - D - service items and their related communications lay-
Services ervices Communications Description downs
Systems Systems-Systems Matrix Relationships among systems and services in a given
) . \/ architecture; can be designed to show relationships of
and SV-3 Services-Systems Matrix ) interf |
Services Servi Services Matri interest, e.g., system-type interfaces, p anned vs.
ervices-Services Matrix existing interfaces, etc.
Systems .
and SV-4a Systems Functionality Description Functions performed by systems and the system data
] flows among system functions
Services
Systems . . .
and SV-4b Services Functionality Description \/ Functions perfor_med by services and the service data
] flow among service functions
Services
Systems . L ) . . .
Operational Activity to Systems Function Mapping of system functions back to operational
and SV-5a " . G
; Traceability Matrix activities
Services
Systems . . . .
Operational Activity to Systems Mapping of systems back to capabilities or operational
and SV-5b " . b
. Traceability Matrix activities
Services
Systems . - .
and SV-5¢ Operathqal ACt'Y'ty to Services Mapping of services back to operational activities
B Traceability Matrix
Services
Systems Systems Data Exchange Matrix Prgwdes details of system or service data e_Iements
and SV-6 Seni Data Exch Matri being exchanged between systems or services and the
Services ervices Data Exchange Matrix attributes of that exchange

2-3




Sy::]%ms Sv.7 Systems Performance Parameters Matrix Performance characteristics of Systems and Services
Services Services Performance Parameters Matrix View elements for the appropriate time frame(s)
Systems Systems Evolution Description Planned incremgntal steps towarc_i migrati_ng a suite of
and SV-8 Semi Evolution D ioti systems or services to a more efficient suite, or toward
Services ervices Evolution Description evolving a current system to a future implementation
Systems Emerging technologies and software/hardware products
yan d SV-9 Systems Technology Forecast that are expected to be available in a given set of time
Services Services Technology Forecast frames and that will affect future development of the
architecture
Systems One of three products used to describe system and
yan d SV-10a Systems Rules Model service functionality—identifies constraints that are
Serviiees Services Rules Model imposed on systems/s_ervice; functionalit_y due to some
aspect of systems design or implementation
Systems Systems State Transition Description One.of three_prod_ucts_useq to describe system and
and SV-10b Semi State T ition D ioti service functionality—identifies responses of a
Services ervices tate fransition Description system/service to events
Systems o One of three products used to describe system or
yan d SV-10c Systems Event-Trace Description service functionality—identifies system/service-specific
Services Services Event-Trace Description refinements of critical sequences of events described in
the Operational View
Systems Physical implementation of the Logical Data Model
and SV-11 Physical Schema entities, e.g., message formats, file structures, physical
Services schema
. ) Listing of standards that apply to Systems and Services
V-1 Technical Standards Profile View elements in a given architecture
Description of emerging standards and potential impact
TV-2 Technical Standards Forecast on current Systems and Services View elements, within

Framework are expected to expand the uses described.

a set of time frames

The following legend is used in Figure 2-2:

e A solid black circle (®) indicates the data are highly applicable to the indicated use
(i.e., the data should be developed when the architecture is intended to support the
indicated use).

e A white circle with a center black dot (©) indicates the data are often or partially
applicable to the indicated use (i.e., the data should be developed when the

architecture is intended to support the indicated use).

e A blank cell indicates that the data are usually not applicable (i.e., there is usually
no need to develop the designated data when the architecture is intended to support
the indicated use).

The list of uses is not exhaustive; instead, it is intended to provide initial insight into the use
of the various architecture product data in supporting DoD processes. Future versions of the
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Uses of Architecture Data
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Figure 2-2: Architecture Products by Use
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2.3 ARCHITECTURE PRODUCT DEVELOPMENT

The Framework products portray the basic architecture data elements and relationships that
constitute an architecture description. In Volume I of the Framework, a process is described for
developing architecture descriptions. The six steps of the architecture development process
consist of (1) Determine Intended Use of Architecture, (2) Determine Scope of Architecture, (3)
Determine Data Required to Support Architecture Develoopment, (4) Collect, Organize,
Correlate, and Store Architecture Data, (5) Conduct Analysis in Support of Architecture
Objectives, and (6) Document Results in Accordance with Architecture Framework. These steps
are independent of any methodology# that might be used in designing the architecture, and
require the involvement of the architect and the necessary stakeholders to determine these
overarching architecture drivers.

2.3.1 Product Development Methodology Support

Step six of the architecture development process (described in Volume I) consists of building
the requisite products. The Framework does not advocate the use of any one methodology (e.g.,
structured analysis vs. object orientation) or one notation over another (e.g., IDEF1X or Unified
Modeling Language (UML) [2005] notation) to complete this step, but products should contain
the required instances of architecture data elements and relationships (i.e., those marked with an
asterisk [*] in the data element tables). However, the need for a well-defined and rigorous
methodology is acknowledged. There are several candidate methodologies available for
consideration, and the choice is ultimately governed by the nature of the architecture being
defined, the expertise and preferences of the architecture team, the needs of the customer, and the
architecture end users.

The actual gathering, analysis, and synthesis of information into an integrated architecture
may be conducted using an integrated tool or set of tools that allow for the development of the
products and accompanying text. The use of an integrated tool or tool suite is highly
recommended for developing an integrated architecture for consistency and version control. The
selected tool(s) should allow the architect to produce consistent products/views by performing
cross-product checking. The selected tool(s) should include a mechanism for storing, updating,
and retrieving architecture data and their relationships and an ability to automatically generate an
integrated dictionary. The tool should be capable of importing/exporting from a CADM-
conformant database.

Before selecting a specific architecture tool-set, the architecture team needs to determine the
best method (i.e., object-oriented or structured analysis) to implement the purpose of the
architecture. If the purpose of the architecture is to design a system largely for software
development, then UML tools are likely the best choice. Alternately, if the purpose of the
architecture is to analyze business processes, then IDEF tools are likely a good option. The
architecture team must carefully select the best method, because there are no known automated
tools to convert one method to another (i.e., IDEF to UML, UML to IDEF). IDEF favors process
while UML favors objects. These considerations must also include the experience of the
architecture staff, because extensive architecture training and mentoring is required for success

4 The Webster’s IT New College Dictionary 2001, defines methodology as 1) the system of principles, procedures, and practices applied to a

particular branch of knowledge and 2) the branch of logic dealing with the general principles of the formation of knowledge. While the
Framework defines an approach for developing architecture descriptions, it does not specify a methodology for developing an architecture
description.
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regardless of the method. For example, an architect team well versed in IDEF is not likely to
succeed in UML without experienced object-oriented leadership and vice versa. There are
significant differences between the two methods.

Structured analysis typically creates a hierarchy employing a single abstraction mechanism.
The structured analysis method employs IDEF (Figure 2-3), is process driven, and starts with a
purpose and a viewpoint. This method identifies the overall function and iteratively divides
functions into smaller functions, preserving inputs, outputs, controls, and mechanisms necessary
to optimize processes. Also known as a functional decomposition approach, it focuses on
cohesion within functions and coupling between functions leading to structured data.

The functional decomposition of the structured method describes the process without
delineating system behavior and dictates system structure in the form of required functions. The
method identifies inputs and outputs as related to the activities.

Top Level Diagram

Frog ._.IV CO]’ItI'OlS
PLAN NEW
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MechaniSms "= Outputs
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nodes, etc.

* Leaf activities often become software
elements (dictating design, leaves user
interaction for late discovery)

¢ NOTE: Node numbers shown
s here indicate that the box has
been detailed. The C-number
or page number of the child
i diagram could have been used
i instead of the node number.

Figure 2-3: Example Structured Analysis

One reason for the popularity of structured analysis is its intuitive ability to communicate
high-level processes and concepts, whether single system or enterprise levels. Discovering how
objects might support functions for commercially prevalent object-oriented development is
unclear.

In contrast to IDEF, the UML is interface driven with multiple abstraction mechanisms
useful in describing service-oriented architectures (SOAs). The object-oriented method (Figure
2-4) starts with the stakeholder and the operational activities required. The method identifies a
use case (ways the user employs or makes use of the system) to generate important results — also
known as results of value (ROV), thereby achieving warfighter desired effects. The method
assigns required behavior (the way — machines or systems operate or interact) to the systems as
described by the use case. The process iteratively allocates behavior to smaller system elements
(products, services, classes, objects, etc.) while optimizing and identifying reuse opportunities.
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The object-oriented method and associated UML tools> provide object decomposition
focused on operational objects and generalization (inheritance®). This practice creates a flexible
interdependent web of elements with inherited properties and relationships. In addition, well-
designed object-oriented tools provide an architecture environment where multiple architecture
teams can share visionary process consistency and architectural artifacts, such as use cases and
classes, while managing the evolution of the architecture over time.
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Figure 2-4: Example Object-Oriented

The UML describes the system behavior at its surface from the user’s perspective by
explicitly representing operator and inter-system dialog. The method organizes functionality
along generalization-specialization lines, promoting process consistency and product line
development. The ROV focused method (following similar principles described by Lean-Six
Sigma) pays special attention to component interfaces and system behavior while leaving the
design space open for designers, and keeps user behavioral needs foremost. This method lays the
foundation for direct object-oriented development activities. In short, structured analysis
emphasizes process and functions, while object-oriented analysis emphasizes system behavior
using objects.

2.3.2  Architecture Products and Levels of Detail
Most graphical products (e.g., OV-2, OV-5, SV-1, and SV-4) permit the modeling of their
respective architecture data elements using decomposition (i.e., several diagrams of the same
product may be developed for the same architecture, where each diagram shows an increasing
level of detail). An example of levels of detail are the various perspectives such as planner,
owner, designer, or builder defined by Zachman [Zachman, 1987]. In general, the level of usable

5 1tis important to note that not all UML tools employ effective object-oriented methods. The modeling language itself is not object-oriented,
but provides the basis for well-written object-oriented tools. Some tools on the surface appear to be object-oriented due to their apparent UML
construct, but employ structured analysis concepts.

6 Inheritance - a feature whereby a new object can be created from existing objects and, as a consequence of creation, possess the variables and
methods of the parent object.
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detail increases as the perspective changes from that of the planner, to the owner, to the designer,
and to the builder.

Within each perspective, all products developed should remain cohesive with respect to the
level of detail. For example, if one diagram of OV-2 operational nodes is developed that shows
aggregated organizations only, then it is imperative that the corresponding OV-5 product be
developed to show only those operational activities that are meaningful with respect to these
operational nodes. Similarly, the information exchanges of OV-3 should remain at a high level of
aggregation to represent actual information workflow products that are used at the operational
nodes shown in OV-2 (and not their subordinate operational nodes).

A good guide to tracking the level of detail of an architecture is to always ensure that the
information is at the level of detail that is meaningful to the intended user of the architecture. A
good rule of thumb is to restrict decomposition levels for any one type of diagram within the
same perspective to no more than three levels because that is generally sufficient to provide the
required level of granularity for a stated objective. Figure 2-5 illustrates some of the
decomposition rules of thumb for various perspectives.

Perspective Data Composites or Products
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No more than 6 levels of decomposition for each type of product within a perspective
All products within a perspective remain cohesive as to level of detail provided in each

Figure 2-5: Perspectives and Decomposition Levels

The products illustrated in Figure 2-5 and the number of decomposition levels shown are not
significant but are only examples. The collection of products for each perspective (or level of
detail) comprises one model of the architecture. To conduct adequate analyses, an iterative
process, where multiple architecture models are developed (one for each perspective), is usually
needed.
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2.3.3 Iterative Development of the Products

Depending on the architecture level needed (e.g., high levels of abstraction that hide design
and implementation details) and the intended audience, the Framework products may be
developed by applying an iterative method. Iterative development crosses all views. OVs can
drive SV and TV changes; SVs can drive OV and TV changes, and so forth. Products iterate
across views in the same way that they iterate within one view but across levels of detail.

During this iterative development process, different models are developed at varying levels
of abstraction with products that trace from one model to another [Booch, 1999]. That is, at the
highest level of abstraction, when only a minimum of Framework products are developed to help
describe a new concept of operations, a few products may be developed to produce one model of
this architecture (denoted Model A).

This first model may consist of only highly abstract/generic sets of operational nodes,
operational activities, and so forth. Later, when new details need to be added and the architecture
is expanded to show more design detail, a new model (Model B, consisting of modified Model A
products plus additional products as necessary) must be developed.

The new products that make up Model B will include and trace back to the original group of
products (that make up Model A of the architecture). For example, an operational node in an
OV-2 product (as part of Model A) may have been used to represent an aggregated organization
or command (one that may consist of multiple subordinate operational nodes, but it is deemed
unnecessary to show those subordinate nodes at the Model A level). In Model B, the operational
node of Model A’s product may now be expanded to show the subordinate nodes. No new root-
level Framework operational nodes should be introduced at this level that do not trace back to the
previous model. For example, if, in the process of model refinement, it is determined that an
operational node is part of the architecture, and that this node is not yet a part of any of the
aggregated operational nodes of OV-2 included in Model A, then Model A’s OV-2 needs to be
updated to include the newly identified node. Model B’s OV-2 can then include that subordinate
node, which will be a decomposition of the Model A node, and will trace back to that node.

2.3.4 Product Templates

Where applicable, the templates for the Framework products reference industry standard
methodologies and techniques, although there is no requirement to comply with the template’s
chosen standard. Regardless of the technique used to develop the product, the architecture data
elements and their relationships, as defined in the architecture data elements tables, must be
accurately reflected, including relationships to architecture data elements in other products. All
products should contain explanatory text, even those whose primary presentation is graphical.
Where applicable, the templates for the Framework products reference SA or OO standard
notation(s).

2.3.5 Object-Orientation and the Unified Modeling Language Support

2.3.5.1 Relationship to the Unified Modeling Language

During the last few years UML has emerged as the dominant and most prevalent language
for OO modeling irrespective of the development process used. The Object Management Group
(OMG) characterizes UML as “The OMG's most-used specification, and the way the world

models not only application structure, behavior, and architecture, but also business process and
data structure.” [OMG, 2007a].
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The UML representation is provided in this version of the Framework to assist architects who
choose to use OO methodologies. This representation includes a collection of UML diagram
types that describe the same information as the Framework products. An OMG activity that
kicked off in 2005 is finalizing the specification of a UML profile for DoDAF [OMG, 2007b].
Future versions of the UML profile specification will be coordinated with the DoDAF Working
Group.

It should be noted that this document is not a complete and thorough tutorial on the entire
UML and the processes for using that language. There are numerous books written on UML and
its applications to software and systems engineering, and, in fact, this is a continuing and
ongoing research area. Interested readers can consult these other reference books for additional
information on UML and application techniques. For further reading material on UML and OO
methodologies, see Annex E, References.

2.3.5.2  Comments on a UML Representation Multi-diagram and Multi-model
Approach

The Framework UML representation uses UML notation to model both Framework OV and
SV architecture products. The UML is fundamentally based on use cases. The UML definition
for a use case is a description of system behavior, in terms of sequences of actions. A use case
should yield an observable result of value to an actor. A use case contains all flows of events
related to producing the "observable result of value," including alternate and exception flows.
More formally, a use case defines a set of use-case instances or scenarios. An actor is someone
or something outside the system that interacts with the system. Actors aggregate to operational
nodes useful to express OV-2, OV-3, and OV-4 information.

The same set of diagram types may be used to model several operational products. The UML
diagram for each type of operational product will represent a different aspect of the architecture.
For example, a UML class diagram is used to model OV-4 organizational charts, as well as to
define a Logical Data Model (OV-7). In the case of OV-4, class diagram notation is utilized to
allow the modeling of relationships among organizations (as opposed to relationships among
classes of data objects).” Classes in the OV-4 diagrams represent organizations, and UML
association relationships among these classes represent operational command, control, and
organizational relationships among the organizations. Class diagrams used in OV-7, on the other
hand, show classes that relate to OV-5 activities and information flows.

For completeness, definitions of the UML terms used in this section have been included in
Annex C, under the subheading Dictionary of UML Terms. Where a term used in discussing
UML has also been used in the Framework document to convey a slightly different meaning, the
term is fully qualified within the UML representation sections. For example, the term
component(s) used in the UML sections refers to any type of system software (as in systems
engineering), while the term component as referenced in the Framework denotes DoD
organizational units. Within the UML section, the term is qualified as UML Component.

24 PRODUCT AND ARCHITECTURE DATA ELEMENT RELATIONSHIPS

There are general relationships that logically interconnect the Framework products from one
view to products of another view. The architect needs to be continuously aware of these

7 An object is an instance of a class.



necessary relationships to produce an architecture that is consistent across the four views and to
provide clear traceability and connections from one view to another. Figure 2-6 illustrates some
relationships among the architecture data elements for a subset of the products.

Section 7 of this volume contains a detailed description of these product and architecture data
element relationships.
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Figure 2-6: Fundamental Linkages Among the Products and Architecture Data Elements

2.5 NET-CENTRIC GUIDANCE FOR ARCHITECTURE PRODUCTS

As described in Volume I, the DoD is committed to making operations net-centric; that is,
enabling the ability to share information when it is needed, where it is needed, and with those
who need it. Net-centricity is an information superiority-enabled concept of operations that
generates increased combat power by networking sensors, decision makers, and shooters to
achieve shared awareness, increased speed of command, higher tempo of operations, greater
lethality, increased survivability, and a degree of self-synchronization. In essence, net-centricity
translates information superiority into combat power by effectively linking knowledgeable
entities in the battlespaced. Accordingly, as the Department’s architectures align to support net-
centricity and NCO, the DoDAF will undergo appropriate transformation. The DoDAF v1.5 is
provided as guidance for architects to begin representing net-centric architectural constructs

8 Alberts, David S., Garstka, John J., and Stein, Frederick P., Network Centric Warfare: Developing and Leveraging Information Superiority,
2nd Edition (Revised), 1999, CCRP Publication Series
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within the DoDAF v1.5 views and products, while remaining backward compatible with DoDAF
v1.0 products which may still be sufficient for architectures that have yet to address the NCE.

To identify the specific net-centric constructs that may be represented in the various
operational, systems and services, and technical standards views, a set of high-level net-centric
concepts were decomposed into specific elements and attributes that enable an architecture
product to document how the subject architecture supports net-centricity. For example, services
are a key means to share information and capabilities in the NCE through published service
interfaces. In the context of net-centric concepts, a service is a self-contained function in which
consumers interact through a well-defined interface. Using this principle, the consumer does not
know (or care) "how" the service implements the requested action - only that the service
performs "what" is defined by its published interface. As the SV-1 product depicts systems
interfaces, the details of how the service interfaces are implemented can be captured in the SV-2
by depicting different views between services.

The application of net-centric concepts (at the attribute level) to the individual architecture
products enables:

e The current DoDAF architecture product set to remain well integrated
(through mappings between views), while being able to quickly identify
net-centric attributes that the architect may describe in a particular view

e Support for the common practice of distributed development of allowing
different architects to focus on particular view sets (e.g., OVs, SVs, TVs)
with coordination between view sets

While the approach described above is useful for the depiction of net-centric attributes to
specific products, it is also important to describe how the various net-centric attributes relate to
one another and how they fit together to describe NCO. The following section provides an
overarching context within which the attributes were derived and details a thread through net-
centric information sharing in a way that highlights the major net-centric attributes that are
applied to the DoDAF v1.5 product views.?

As mentioned above, a set of high-level net-centric concepts were identified and vetted
within the DoD community. These concepts are described below, along with a description of
how these concepts decompose into key attributes. These key attributes are discussed in more
detail within the net-centric guidance section for each of the OV, SV, TV, and AV products.

CONCEPT: Populate the Net-Centric Environment

This concept addresses the data, information, and capabilities that are being made
discoverable and accessible on the NCE so that they can be leveraged by others. The
information and capabilities provided to the NCE should support discovery and enable
access to authorized users (human or machine, known and unanticipated) using a web-
based device or platform. While there are many methods and technologies to provide
information to the NCE, web-based, open technology standards are preferred. As
information and capabilities are provided to the NCE, architects and engineers should
ensure that they are done so in a manner that provides the most value, in convenient ways,

9 Detailed attributes and sub-attributes are described within the guidance sections for each view.
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to the broadest set of potential users. In essence, architects and engineers should provide
value-added services to the NCE.

The term service has many definitions, depending on the context and intended use.
DoDAF v1.5 embraces the IEEE 1003.0 definition of a service, which is “a distinct part of
the functionality that is provided by a system on one side of an interface to a system on the
other side of an interface.” To better align with overarching DoD net-centric strategies, the
DoDAF vl1.5 extends this definition of service to include those interfaces that allow
execution of a business or mission process, or exchange information among both machine
and human users via standard interfaces and specifications without regard for the
underlying implementation. For example, a service can be an information processing
routine that is invoked to assist in a business processing function (e.g., payroll lookup). Or,
a service can be one that provides map imagery directly to a human that has access to a
web-based device or platform (e.g., a web-enabled PDA). Accordingly, web portals, web
sites, and Web Services all fall within the definition of a ‘service’ as discussed in DoDAF
v1.5. Note, while the net-centric guidance provided in the DoDAF v1.5 focuses on web-
based services, much of the guidance is applicable to any form of electronic information
processing or access service.10

Regardless of the type of service that provides information and/or a capability to the
NCE, the service provider (i.e., the entity that actually provides the capability) will need to
describe the service in a robust manner that gives both humans and machines enough
details to make a decision on when, where, and how to use the service (in addition to other
important details such as performance level expectations and information assurance
specifics). A service specification is the set of descriptive metadata that provides a
consistent way to describe the use, composition, and implementation of a service to service
providers, users, developers, and managers. A service specification should be provided for
each service that is or will be provided to the NCE. The service specification enables
services to be documented in a consistent manner, and the DoD-wide Service Specification
Template (SST) should be used to the extent possible for describing each service.
Regardless of the precise service specification template employed in the subject
architecture, a minimum set of information for each service must be provided in the
following categories:

e Interface Model Category — describes the interface, available operations, any
faults that an individual operation may generate, and points to access the service

e Information Model Category — describes the capability the service provides, the
expected input and output data model, and outlines the available metadata for
the service

e Behavior Model Category — Identifies how the service interacts with other
services, describes the underlying processing rules of the service, and describes
the multiple integration patterns available to users of the service

10 pe Organization for the Advancement of Structured Information Standards (OASIS) SOA (Reference Model for SOA 1.0) provides
additional information.
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e Fault Model Category — describes how the service will handle faults and under
what conditions a fault may be returned to the consumer

e Quality Model Category - describes the security requirements of the service, the
QoS levels, and any performance considerations for service deployment

e Point of Contact Information Category — describes the types of contacts
associated with a service, which may include developers, managers, or
maintenance organizations.

e Service Access Point Information Category — describes the message format and
transmission protocol, Uniform Resource Locator (URL), the operational status
and point of contact, and the lifecycle step of the service (e.g., Development,
Testing, or Production)

The level of detail contained within a service specification is driven partly by the type
of service. Human-facing web services (e.g., portals, web sites) generally need only be
specified in a manner that allows a human to find and understand what the service does,
how to access it, and how to understand its outputs. Both human facing services and system
facing services are described using the template. However, where the primary user of
services is another system, a more detailed specification is required to be machine
interpretable. These system consumable services generally will be specified through the
service information, service interface, and service implementation categories in the
specification template.

CONCEPT: Utilize the Net-Centric Environment

This concept addresses what information and capabilities are being leveraged from the
NCE. In order to leverage information and capabilities from the NCE, users (both human
and machine) will need to first be aware of them. That is, services that provide information
and capabilities need to be readily discoverable by users across the NCE. Accordingly,
architectures that provide services must also account for how these services are
discoverable to humans and machines.

To leverage information for multiple uses in the NCE, search engines, data catalogs,
integrated data environments, and document repositories may enable human users to
search for data or applications of interest. DoDAF v1.5 refers to all of these and similar
mechanisms as catalogs. These catalogs typically enable search through the use of
keywords and other more advanced methods. The DoD has established a basic set of
elements that must be used to describe the information, applications, and services that are
described in these catalogs. Architects should indicate how this information is being tagged
and made searchable. The DoD has established mechanisms (metadata specifications,
vocabularies, taxonomies, and ontologies) to enable these catalogs to be consistently
searched across the DoD enterprise. Accordingly, participation in the DoD enterprise
discovery processes may be represented within the OV-3, OV-5, OV-6¢c, or OV-7.

As a catalog may be used to enable discovery of data and information products and
human facing services, capabilities, offered as services, may be leveraged for multiple uses
in the NCE through a service registry. The service registry is used to capture the service
specification information about each machine consumable service. The service registry is a
platform neutral, network-based directory that stores information about services and is
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searchable based on the descriptive metadata defined in the service specification. The
service registry can aid in governing services, enabling service reuse, managing the
lifecycle of services, and providing an authoritative source for service policies.

In the NCE, users can discover information, capabilities, and services through catalogs
and registries.!! The goal of NCO is to leverage the power of this ability to enhance
mission execution capability. Accordingly, using the NCE implies a paradigm shift in the
way mission and business processes are planned and architected. Leveraging the NCE to
accomplish missions imparts new and modified constraints to work within. Refer to the
Net-Centric Environment Joint Functional Concept, v1.0, 7 April 2005, for a complete
definition of NCO.

Operational constraints may include dependencies on services external to the
architecture, service availability, or identification of supported environments. External
services can be a part of the architecture, but those external services are owned by other
programs or components. Additional program coordination may be required with
development, operation, and maintenance of the external services. Programmatic
constraints include planning for service availability, deprecation of services or replacement
of specific system functions with services. As the federation of architectures becomes
increasingly important — showing interoperability across the DoD and with other Federal
agencies, Coalition, and Allies — identification of constraints of a given architecture can be
considered on behalf of a portfolio of capabilities, rather than a system by system basis.

CONCEPT: Accommodate the Unanticipated User

This concept emphasizes that NCO intend for users to look to the NCE, rather than
being constrained to a predefined source, to find the information and capabilities they need
to execute their missions. This supports the ability for NCE users, both known users and
unanticipated users (human and machine), to discover information and capabilities that
populate the NCE. While tightly engineered — predefined interfaces between systems will
continue to exist in the architecture — the objective in the NCE is to increase the potential
for many other systems and users to leverage the same data and capabilities without having
to anticipate this use in the development cycle.

To accommodate the unanticipated users, the analysis of architecture products may
provide insights as to 1) how capabilities are engineered to support authorized but
unanticipated human and machine users, and 2) how information and data are made
available to the NCE early in the data lifecycle and that data and information is provided in
flexible formats to enable use by varied consumers. To accommodate both known and
authorized unanticipated users, architectures should reflect engineering decisions that
enable the capability to grow and evolve in a timely and cost effective manner as more
users may wish to use it. Engineering decisions may also indicate how process, doctrine,
and policy enable known and authorized unanticipated users to access the capability.
Information and data should be provided to the NCE at various points in their lifecycle in
order to support users who may be able to leverage semi-processed or unprocessed data.
This operational construct of post before processing’ further enables multiple uses of data
and information in the NCE beyond their original predefined use.

11 poD Net-Centric Data Strategy, May 9, 2003
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Likewise, as data and information in the NCE are used throughout the DoD enterprise,
these products’ use will be varied. To accommodate this, providers of data and information
should utilize data formats that allow users the most flexibility in processing and
understanding the information.

CONCEPT: Promote the Use of Communities of Interest

This concept emphasizes the significance of Communities of Interest (COIs) in
achieving the jointness required to operate in the NCE by defining common vocabularies,
taxonomies, data standards, interchange agreements, and specifications relevant to the
communities architecture. COIs are collaborative groups of users who exchange
information in pursuit of their shared goals, interests, missions, or business processes, and
benefit from sharing common architectural data and representations. COIs should be
involved in all processes that support the understanding of common architectural data,
information, applications, and services and accordingly have an impact on the development
of conceptual, logical, and physical data models and associated information exchange
structures or schema. COlIs should be reflected in the architecture to ensure that capabilities
are being developed in a manner that supports structural and semantic interoperability
across program and organizational boundaries.

CONCEPT: Support Shared Infrastructure

This concept addresses the use of, and contribution to, the sharable infrastructure of
the NCE. This includes indicating how enterprise-level capabilities are being leveraged
where appropriate and as available. Shared infrastructure exists to provide the enterprise
information environment resources to provider and consumer users to support and facilitate
the effective and efficient flow of information between users and the seamless sharing of
capabilities amongst users. Shared infrastructure includes capabilities contained within the
Enterprise Information Environment portfolio, and includes core enterprise services
(CSEs), computing infrastructure, transport and communications, and information
assurance. The use of CESs should be clearly depicted within architectures that make
extensive use of services. CESs are defined as a collection of networked capabilities that
enable DoD service providers. The CESs provide and manage the underlying capabilities to
deliver content and value to end users. Various technical architecture components can
illustrate how program, domain, agency, and Mission Area architectures exploit shared
infrastructure components, including enterprise service bus components, service registries,
or federated enterprise service discovery amongst others. As architectures become
increasingly federated to support NCO, the shared infrastructure must be able to scale and
perform accordingly. In this manner, the shared infrastructure enables the Department to
better manage its portfolio of capabilities in support of NCO.

The net-centric architecture concepts described in this section are applied to the DoDAF
operational, systems and services, technical standards, and all-view views that follow in the
remainder of Volume II. Each DoDAF product section is augmented to address 1) the updated
purpose of the view in the NCE, 2) detailed guidance for tailoring the product to the net-centric
concepts, and, as applicable, 3) example net-centric product diagrams. The concepts applied in
this version of DoDAF are the first incremental steps in defining various components of net-
centric architectures. Future DoDAF efforts will build upon this increment to address 1)
application of SOA design patterns to developing DoD architectures, 2) architecture support for
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various architecture perspectives (decision maker, developer, portfolio manager, operators), 3)
architecture development methodologies, and 4) leveraging of other frameworks.

2.6 CADM SUPPORT FOR ARCHITECTURE PRODUCTS!2

In pre-release CADM v1.5, each instance (including each version or variant used for
analysis) of an architecture product is identified and stored as an instance of Document in a
CADM-conformant database. Two attributes of Document (architectureProductCategoryCode and
architectureProductSubcategoryCode) are used to characterize Document as a specific DoDAF
architecture product. The valid values for these attributes are contained in Volume III. CADM
v1.5 explicitly allows for the versioning of every object contained in an architecture. This is
accomplished through the ObjectVersion entity, which is the supertype for all the other entities in
the model. Document is modeled as a subtype of ArchitectureElement.

In some cases, the same Document subtype is used for both an operational and a systems
product of the same kind (e.g., OV-5 and SV-4 use essentially the same structures to specify
operational activities, processes, and system functionality). Unlike most of the other figures from
the CADM for specific architecture products that follow, Figure 2-7 shows attribute detail,
providing descriptive values. All associations are handled in CADM vl1.5 through
ObjectVersionAssociation. This allows the linkage of the architecture products to their content.

12 1 this section and the other CADM descriptions that follow, bold blue font in the diagram is used for approved entities (and attributes), and
blue lines depict approved relationships (already part of the DoD Data Architecture, the data model that structures approved data standards).
Other colors are used to identify parts of the CADM that have not yet completed DoD-wide data standardization. Specifically, bold red italic
font is used for entities and attributes that are in Candidate status under DoD-wide data standardization.
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Figure 2-7: CADM Support for Architecture Products

CADM Data Model Diagram Notation. As illustrated in Figure 2-7, boxes represent
entities for which architecture data are collected (representing tables when used for a relational
database); they are depicted by open boxes with square corners (independent entities) or rounded
corners (dependent entities). The entity name is outside and on top of the open box. The lines of
text inside the box denote the attributes of that entity (representing columns in the entity table
when used for a relational database). The horizontal line in each box separates the primary key
attributes (used to find unique instances of the entity) from the non-key descriptive attributes.
The symbol with a circle and line underneath indicates subtyping, for which all the entities
connected below are non-overlapping subsets of the entity connected at the top of the symbol.
Relationships are represented by dotted (non-identifying) and solid (identifying) relationships in
which the child entity (the one nearest the solid dot) has zero, one, or many instances associated
to each instance of the parent entity (the other entity connected by the relationship line).
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2.6.1

Object
ObjectVersion

Overview and Summary of Common Data Structures — Data Element Definitions

Common Information Space

ObjectVersionAssociation
ObjectByReference
ObjectByReferenceCharacterization

ObjectType

ObjectVersionAssociationCharacterizatior
ObjectVersionStructure
ObjectVersionStructureAssociation
ObjectVersionStructureDetail

Objectltem

Table 2-2 defines the data elements related to common data structures.

Data Elements
Object

Attributes

Table 2-2 Data Element Definitions for Common Data Structures

Example Values/Explanation

pointerCode

The code that corresponds to the logical name of the leaf
entity within the ObjectVersion hierarchy and its subtypes
ArchitectureElement, ObjectType, Objectltem,
ObjectByReference, ObjectVersionAssociation.

ObjectVersion

categoryCode

The code that represents a class of ObjectVersion.

descriptionText

The text that characterizes a specific ObjectVersion. Note:
This attribute is “inherited” by all the subtypes.

name

The name of a specific ObjectVersion. Note: This attribute
is “inherited” by all the subtypes.

abbreviatedName

The name in shortened form of a specific ObjectVersion.
Note: This attribute is “inherited” by all the subtypes.

ObjectVersion
Association

categoryCode

The code that represents a class of
ObjectVersionAssociation.

subcategoryCode

The code that represents the detailed type of relationship
between the subject Object and the object Object in a
specific ObjectVersionAssociation.

relationTypeCode

The code that characterizes the association of the subject
Object with the object Object in a specific
ObjectVersionAssociation.

ObjectVersion
Association
Characterization

categoryCode

The code that represents the applicable attribution of a
specific ObjectVersionAssociationCharacterization.

valueText

The text that represents the content assigned to the
attribution of a specific
ObjectVersionAssociationCharacterization.

Objectltem

categoryCode

The specific value that represents the class of Objectltem.

alternateldentificationText

The unformatted character string assigned to represent an
alternate means of identifying an Objectltem. Note: One of
the uses of this attribute is the entry of national unit

identification codes or similar codes (e.g., ship codes).

ObjectType

categoryCode

The code that represents the class of ObjectType.
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Data Elements
ArchitectureElement

Attributes

Example Values/Explanation

categoryCode The code that represents a class of ArchitectureElement.
subcategoryCode The code that represents a detailed classification of
ArchitectureElement.
ObjectByReference
categoryCode The code that represents a class of ObjectVersion, which
is not an explicit member of the Objectltem, ObjectType,
ObjectVersionAssociation or ArchitectureElement
hierarchies.
ObjectByReference
Characterization
categoryCode The code that represents the applicable attribution of a
specific ObjectByReference.
valueText The text that represents the content assigned to the
attribution of a specific ObjectByReference.
ObjectVersion
Structure
name The name of a specific ObjectVersionStructure. Note:
This enables the disambiguation of specific pairs of
associations recorded in ObjectVersionAssociation.
categoryCode The code that represents a class of
ObjectVersionStructure.
ObjectVersion
StructureAssociation
categoryCode The code that represents the role of a subject

ObjectVersionStructure with respect to a object
ObjectVersionStructure.

ObjectVersion
StructureDetail

(no data elements)
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3 ALL-VIEWS PRODUCTS

Two products are defined in the All-Views section, Overview and Summary Information
(AV-1) and Integrated Dictionary (AV-2).

3.1 OVERVIEW AND SUMMARY INFORMATION (AV-1)

3.1.1 AV-1-Product Description

Product Definition. The AV-1 provides executive-level summary information in a
consistent form that allows quick reference and comparison among architectures. AV-1 includes
assumptions, constraints, and limitations that may affect high-level decision processes involving
the architecture.

Product Purpose. AV-1 contains sufficient textual information to enable a reader to select
one architecture from among many to read in more detail. AV-1 serves two additional purposes.
In the initial phases of architecture development, it serves as a planning guide. Upon completion
of an architecture, AV-1 provides summary textual information concerning the architecture.

Product Detailed Description. The AV-1 product comprises a textual executive summary of
a given architecture and documents the following descriptions.

Architecture Project Identification identifies the architecture project name, the architect, and
the organization developing the architecture. It also includes assumptions and constraints,
identifies the approving authority and the completion date, and records the level of effort and
costs (projected and actual) required to develop the architecture.

Scope identifies the views and products that have been developed and the temporal nature of
the architecture, such as the time frame covered, whether by specific years or by designations
such as current, target, transitional, and so forth. Scope also identifies the organizations and COls
that fall within the scope of the architecture. The scope also includes the COIs that are related to
the architecture.

Purpose and Viewpoint explains the need for the architecture, what it should demonstrate,
the types of analyses (e.g., Activity-Based Costing) that will be applied to it, who is expected to
perform the analyses, what decisions are expected to be made on the basis of an analysis, who is
expected to make those decisions, and what actions are expected to result. The viewpoint from
which the architecture is developed is identified (e.g., planner or decision maker).

Context describes the setting in which the architecture exists. It includes such things as
mission, doctrine, relevant goals and vision statements, concepts of operation, scenarios,
information assurance context (e.g., types of system data to be protected, such as classified or
sensitive but unclassified, and expected information threat environment), other threats and
environmental conditions, and geographical areas addressed, where applicable. Context also
identifies authoritative sources for the rules, criteria, and conventions that were followed.
The tasking for the architecture project and known or anticipated linkages to other architectures
are identified.

Tools and File Formats Used identifies the tool suite used to develop the architecture and
file names and formats for the architecture and each product.
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Findings states the findings and recommendations that have been developed based on the
architecture effort. Examples of findings include identification of shortfalls, recommended
system implementations, and opportunities for technology insertion.

During the course of developing an architecture, several versions of this product may be
produced. An initial version may focus the effort and document its scope, the organizations
involved, and so forth. After other products within the architecture’s scope have been developed
and verified, another version may be produced to document adjustments to the scope and to other
architecture aspects that may have been identified as a result of the architecture development.
After the architecture has been used for its intended purpose, and the appropriate analysis has
been completed, yet another version may be produced to summarize these findings for the high-
level decision makers. In this version, the AV-1 product, along with a corresponding graphic in
the form of an OV-1 product, serves as the executive summary for the architecture. Figure 3-1
shows a representative format for the AV-1 product.

e Architecture Project Identification

— Name

— Architect

— Organization Developing the Architecture

— Assumptions and Constraints

— Approval Authority

— Date Completed

— Level of Effort and Projected and Actual Costs to Develop the Architecture
e  Scope: Architecture View(s) and Products Identification

— Views and Products Developed

— Time Frames Addressed

— Organizations Involved
e  Purpose and Viewpoint

— Purpose, Analysis, Questions to be Answered by Analysis of the Architecture

— From Whose Viewpoint the Architecture is Developed
e  Context

— Mission

— Doctrine, Goals, and Vision

— Rules, Criteria, and Conventions Followed

— Tasking for Architecture Project and Linkages to Other Architectures
e Tools and File Formats Used

Findings

— Analysis Results

— Recommendations

Figure 3-1: AV-1 - Representative Format

3.1.2 UML Representation
The UML tool(s) used for analysis and design usually allows for the addition of
documentation to annotate the model/architecture being designed. There is no specific UML
product (diagram) that is equivalent to the AV-1 product. Documentation should be developed
for AV-1, which can be input via a documentation field in a UML modeling tool, if desired.

3.1.3 Net-Centric Guidance for AV-1

Augmented Product Purpose. In the NCE, the AV-1 identifies an architecture’s net-centric
capabilities and highlights assumptions, constraints, and limitations associated with NCO and
which may affect high-level decision processes involving the architecture.

Net-Centric Product Description. In the NCE, the AV-1 details the scope, purpose, and
context of the architecture, including those net-centric attributes. The AV-1 is iterative, like the
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other architecture products, which may result in scope and context changes. Specifically, the
purpose of the architecture in the NCE is expanded to include how the architecture populates the
NCE, utilizes the NCE, supports the unanticipated user, leverages COls to promote jointness,
and supports shared infrastructure.

As part of the architecture viewpoint, the AV-1 describes whether the architecture depicts a
Service Provider perspective, a Service Consumer perspective, or both. The Service Provider
perspective in the NCE describes the operational role, which contributes information and
capabilities to the NCE in support of both the set of anticipated consumers as well as to the larger
set of unknown consumers (generally limited to those users in the service, agency, Allied, and
coalition partner planning space). The AV-1 should capture any assumptions, constraints, and
limitations that may be required to support the unanticipated user, including those affecting
deployment, communications performance, and information assurance environments. The
Service Consumer perspective in the NCE describes the operational role that relates to the
consumption of information and capabilities from sources in the NCE.

The context of the architecture describes the aspects of the mission goals and vision that
support NCO. This should include scenarios that address Service Providers and Service
Consumers in the NCE, the type of Service Consumers anticipated, and the type of capabilities
and information that are supplied to the NCE. Program level architectures should describe how
the program will operate within the enterprise to support net-centricity.

The scope of the architecture describes the breadth and depth of the architecture, and
includes the operational activities covered by the architecture. Accordingly, the scope of a net-
centric architecture describes what information and capabilities are provided to or consumed
from the NCE, and emphasizes the information and capabilities 1) being offered to machines
through the use of web-based services, and 2) being offered as web-based technologies to human
consumers on the NCE. Within the scope, the architecture identifies organizations involved in
the subject architecture. The scope of a net-centric architecture builds on this construct and
encourages identification of the COIs with which any specific architecture products have been
developed, particularly, any vocabularies, data models, data sharing agreements or service
interface specifications, applicable Mission Areas, applicable domains, and architecture
stakeholders.

Documenting these various aspects of net-centricity in the AV-1 products will aid the
following efforts:
e Development of planning guides for net-centric components of the program

¢ Enable portfolio management to leverage key net-centric capabilities as part of
managing the Department’s IT investments

e Identify dependencies on information and capabilities provided by the NCE and
direct the categorization of the incurred risks from those dependencies

e Identify the information and capabilities provided by the program so that they
may be promulgated to other programs
3.1.4 CADM Support for AV-1

In CADM v1.5, each architecture is an instance of Architecture. Figure 3-2 provides a
high-level diagram from the CADM showing key entities that are used to store architecture data
for AV-1 in a CADM-conformant database. Each view of an Architecture is specified as a
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separate instance of Architecture, and the collection of views is related to the overall instance of
Architecture by populating ObjectVersionAssociation. When an instance of Architecture is a
specific view (OV, SV, or TV), the attribute ViewCategoryCode in the entity Architecture is set to
the appropriate value, and the corresponding data are entered for that instance. The set of System
instances addressed in an SV can be tracked by associating the instance Architecture to the
pertinent instances of System.13

Each architecture product for a specific Architecture is specified as an instance of Document
with the appropriate value of the attribute ArchitectureProductTypeCode designating the kind of
DoDAF architecture product. All the architecture products for a specific Architecture are
recorded by associating the instance of Architecture to the pertinent instances of Document via
ObjectVersionAssociation. In addition, any OperationalScenario relevant to a specific Architecture
can be linked in the same way (see Volume III for details).

Organizations have several possible roles in a specific Architecture. In CADM v1.5 via
ObjectVersionAssociation, it is possible to relate instances of Organization to a specific instance
of Architecture. Additional semantics, such as where an instance of Organization is the focus of
an Architecture, can also be expressed in CADM v1.5.

13 The technical details are outside the scope of this document. A full description of how CADM v1.5 captures associations is provided in
Volume III. Essentially, CADM v1.5 uses ObjectVersionAssociation to link any instance within the ArchitectureElement hierarchy to any
other instance within either the same or any other of the CADM v1.5 hierarchies. In those cases where the specific concept is not explicitly
modeled it becomes an instance of ObjectByReference in CADM v1.5.
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Figure 3-2: CADM Diagram for AV-1

The association of reference elements other than System and Organization (noted above) to a
specific Architecture is equally possible in CADM v1.5. In particular, the following relations are
noted:
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o Instances of Task, which can list, for example, the elements of the Universal
Joint Task List (UJTL) and other recognized task lists germane to a specific
Architecture

o Instances of MissionArea, which can list, for example, the general class to which
an operational mission belongs with respect to a specific Architecture

o Instances of Guidance, which can list, for example, the goals and objectives as
well as the information exchange requirements germane to a specific
Architecture

o Instances of Node, which can list, for example, the nodal elements germane to a
specific Architecture

e Instances of Period, which can list the time frame germane to a specific
Architecture

Recommendations, constraints, issues, and other types of findings related to an Architecture
are also expressible in CADM v1.5. Associations among these are captured as instances of
ObjectVersionAssociation. A similar approach allows designating any finding as related to one or
more of the following: Doctrine, Training, Leadership, Organization, Materiel, and Warfighter
(soldier).

3.14.1 AV-1 - Data Element Definitions
AV-1 Information Space

Action Node

Agreement OperationalScenario
Architecture Organization
Document Period

Guidance Plan
InformationAsset PointOfContact
Mission SoaService
MissionArea System

Network Task

Table 3-1 defines the data elements related to the AV-1 product.

Table 3-1: Data Element Definitions for Av-114

Data Elements Attributes Definition
Action*

actualEndCalendarDateTime | The calendar date-time of the actual conclusion of an
Action.

actualStartCalendarDate The calendar date-time of the actual beginning of an

Time Action.

categoryCode* The code that represents a class of Action.

priorityCode The code that represents the precedence of an Action.

statusCode The code that represents the current state of a specific
Action.

verbCode The code that represents a function to be performed by a
specific Action.

14 A5 noted earlier, data elements marked with an asterisk (*) should be included by the architecture development team, if the product is chosen
for development as part of an integrated architecture effort.
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Data Elements Attributes Definition
Agreement*
categoryCode* The code that represents a classification of an Agreement.
durationTypeCode The code that represents a specific kind of time frame
associated with an Agreement.
effectiveCalendarDate The calendar date when an Agreement becomes effective.

expirationCalendarDate

The calendar date on which an Agreement is no longer in
force.

contentText The text of an Agreement.
typeCode The code that represents a specific kind of Agreement.
useTypeCode The code that represents a class of employment of a

specific Agreement.

versionldentifierText

The text that identifies a specific rendition of a specific
Agreement.

Architecture*

nameText*

The name of the Architecture being described (e.g., Naval
Strike Warfare).

descriptionText*

The narrative that describes the Architecture.

commandLevelCode

The code that represents the highest level of authority
depicted by a specific Architecture.

completionCalendarDate

The calendar date on which a specific Architecture was
finished.

completionStatus

The code that represents the degree to which a specific

Code Architecture has come to its intended end state.
contextText The text that characterizes the setting for the Architecture.
databaseName The name of the database maintained for a specific

Architecture.

effectiveEndCalendarDate

The calendar date on which a specific Architecture
terminates being in effect.

effectiveStartCalendarDate

The calendar date on which a specific Architecture begins
to be in effect.

granularityCode

The code that represents the level of detail at which a
specific Architecture will be built.

Implementability

The code that represents whether a specific Architecture

CharacterizationCode is intended to be implemented.

levelCode The code the represents the breadth of scope of the
Architecture.

objectiveText The text that characterizes the aim of a specific

Architecture.

purposeConstraintText

The text that summarizes the limitations for the goal of a
specific Architecture.

purposeText

The text that characterizes the primary use for the
Architecture.

registrationldentifierText

The text that identifies an Architecture assigned by the
architect.

releaseCalendarDate

The calendar date on which the Architecture is formally
made available.

scopeText

The text that characterizes the extent of applicability for a
specific Architecture.

summaryDescriptionText

The text that concisely describes a specific Architecture.

systemArchitecture
ApplicabilityStatusCode

The code that represents the state of pertinence of a
specific systems Architecture.

temporalScopeCode

The code that represents the kind of time frame addressed
by a specific Architecture.
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Data Elements

Attributes

Definition

useTypeCode The code that represents a kind of expected employment of
the Architecture.

viewCategoryCode The code that represents a specific kind of Architecture
depiction.

viewSubcategoryCode The code that represents a detailed classification of

Architecture depiction.

viewpointName

The name of the object that provides the perspective of a
specific Architecture.

versionldentifierText

The text that identifies the rendition for a specific
Architecture.

warehouseldentifierText

The text that associates the Architecture with a collection
of products.

Document*

approvalCalendarDate The calendar date that a Document is approved.

architectureProductCategory | The code that represents the kind of architectural structured

Code* specification described by the Document.

architectureProduct The code that represents the kind of architectural structured

SubcategoryCode specification described by the Document.

categoryCode The code that represents a classification of a Document.

completenessCategoryCode | The code that represents a class of Document as to
whether it provides detail from initial starting event to
concluding event.

dataTypeCode The code that represents the kind of electronic form of a
specific Document.

creationCalendarDate The calendar date on which a Document is created.

labelText The text that provides a descriptive term for a specific
Document.

notationText The text that specifies the syntactical language used in the
Document.

originatorName The name for the originating entity for a specific
Document.

promulgationCode The code that represents the way in which the Document
is formally put into effect.

publicationCalendarDate The calendar date on which a specific Document was
made publicly available.

remarkText The text of comments associated with a Document.

routingCode The code that denotes the distribution category specified
for a Document.

temporalScopeCode The code that represents the actual or planned time frame
addressed by a specific Document.

typeCode The code that represents a kind of Document.

universalResourcelLocator The text that provides a world-wide web universal resource

Text locator (url) access to a specific Document.

versionldentifierText The text describing the identifier for a specific release of a
Document.

Guidance

authorityText The text of the authority for promulgating Guidance.

beginCalendarDateTime The calendar date-time on which Guidance starts.

categoryCode The code that denotes a specific class of Guidance.

endCalendarDateTime The calendar date-time on which Guidance concludes.

functionalTypeCode The code that represents a kind of Guidance by function.

synopsisText

The text that provides a condensed description of an
occurrence of Guidance.
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Data Elements Attributes Definition
subjectText The text that describes the topic of a Guidance.
InformationAsset*
acronymText The text that provides the common abbreviation used to
represent a specific InformationAsset.
commentText The text of commentary on an InformationAsset.

definitionText

The text that unambiguously characterizes an
InformationAsset.

reusableCode

The code that represents the reusability of an
InformationAsset.

StandardizationAuthority
Code

The code that represents the approval authority for the
conformity to established criteria of an InformationAsset.

StandardizationStatus
CalendarDate

The calendar date of the conformity to established criteria
of an InformationAsset.

StandardizationStatusCode

The code that represents the conformity to established
criteria of an InformationAsset.

typeCode*

The code that represents a kind of InformationAsset.

versionldentifierText

The text that identifies a specific rendition of an
InformationAsset.

Mission

categoryCode

The code that denotes the class of a Mission.

compositionTypeCode

The code that represents a kind of Mission according to
the makeup of the expected participants.

effectiveCalendarDateTime

The calendar date-time for which a Mission is to take
effect.

geographicRegionName

The name of the area of focus of a specific Mission.

operationalConceptText The text that characterizes the operational concept for a
specific Mission.

primaryTypeCode The code that represents a kind of principal Mission.

summaryStatementText The text that provides an overview of the Mission.

typeCode The code that denotes a kind of Mission.

MissionArea

jointMissionAreaCode

The code that represents a MissionArea specified by the
Joint Staff as a joint mission area.

operationConceptText

The text that characterizes the operational concept for a
specific MissionArea.

temporalScopeCode

The code that represents the kind of time frame of the
MissionArea.

typeCode The code that denotes a kind of MissionArea.
Network*
acronymText The text that provides the common abbreviation used to
represent a specific Network.
areaSizeCode* The code that represents the physical scope of the
Network.
controllerTypeName The name of the controller type for a specific Network.
estimatedUserQuantity The quantity that represents the estimated number of users
of a Network.
implementationTypeCode The code that represents a kind of Network.
logicalTopologyName The logical configuration of the connectivity of a Network.
maximumSimultaneousUser | The quantity that represents the largest number of users
Quantity that a Network can support at the same time.
maximumThroughputRate The maximum rate that information bits can be transferred
by the Network.
Node*
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Data Elements

Attributes

c2ServiceDesignatorUser
Code

Definition
The code that represents a specific user for a specific Node
according to the Command Communications Service
Designator (CCSD) system.

categoryCode*

The code that represents the class of a specific Node.

limitationsDescriptionText

The text that amplifies the restrictions of a specific Node.

locationText

The text that specifies where the Node may be found.

physicalCode

The code that represents whether the Node represents a
real instance.

OperationalScenario

geographicRegionName

The name of the area of focus of a specific
OperationalScenario.

summaryText The text that provides a synopsis of a specific
OperationalScenario.
Organization*
abbreviatedName The name in shortened form for the Organization.
acronymText The name in abbreviated form derived from initials that
represent the Organization.
addressText The text that summarizes how the Organization can be

accessed.

administrativeLossRate

The actual rate of personnel attrition applicable to an
Organization.

categoryCode

The code that represents a classification of an
Organization.

classificationCode

The code that represents a categorization of an
Organization.

durationTypeCode The code that represents a specific kind of time frame
associated with an Organization.

enterpriseTypeCode The code that denotes the kind of enterprise undertaken by
an Organization.

militaryCode A code which identifies a specific military Organization.

monitoringCommand The text that identifies the organizational element assigned

IdentifierText the responsibility to monitor the Organization.

operationalElementCode

The code that represents whether an instance of
Organization is considered to be an OperationalFacility.

primaryActivityCode

The code that represents the principal function of an
Organization.

primaryindustryCategory
Code

The code that represents a classification of the principal
business area of an Organization.

reportingUnitldentifierText

The text that identifies the organizational element assigned
the responsibility of reporting the Organization.

standardNavyDistributionList
IdentifierText

The text that identifies an Organization assigned by the
Department of the Navy for use in the Standard Navy
Distribution List (SNDL).

symbolldentifierText

The text that identifies an alternative identification of an
Organization.

typeCode

The code that represents a kind of Organization.

unitCommonName

The name normally applied to the Organization.

unitldentifierText

The text that identifies the assigned unit identification code
(UIC) of the Organization.

Period

beginCalendarDateTime

The calendar date-time that a Period starts.

delineationTypeCode

The code that denotes the type of delineation of a Period.

endCalendarDateTime

The calendar date-time that a Period is completed.
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Data Elements

Attributes
relativeReferenceText

Definition
The text that describes the relevant time Period of the
content information.

typeCode

The name of a kind of Period.

Plan

commanderintentText

The text used to provide the commander's intent for a
specific Plan.

purposeCode The code used to provide the commander's intent for a
specific Plan.

subjectText The text that describes the topic of a Plan.

contentText The text of a Plan.

typeCode The code that represents a kind of Plan.

versionldentifierText

The text that identifies the version of a Plan.

PointOfContact

lastName

The family name for a specific PointOfContact.

middlelnitial Text

The text that provides the letter(s) representing the middle
name of a PointOfContact.

officeName The name of the office designated for the PointOfContact.

officeSymbolText The text that represents the abbreviated office name for a
specific PointOfContact.

positionName The name of the primary assigned role for a specific

PointOfContact in an Organization.

postalZoneldentifier
Text

The text that identifies the area used for postal deliveries
for a specific PointOfContact.

secureElectronicMailAddress
Text

The text that provides the most electronic mail address for
classified networks for a specific PointOfContact..

titleName

The name that provides the professional title of a specific
PointOfContact..

UnclassifiedElectronicMail
AddressText

The text that provides the electronic mail address for
unclassified networks for a specific PointOfContact..

unitedStatesStateAlphaCode

The alphabetic code that represents a united-states-state
for a specific PointOfContact.

SoaService
specificationDescriptionText | The describing narrative that contains the SOA Service
specification.
typeNameText The character string that designates the kind of SOA
Service. Examples: Discovery Service, Collaboration
Service, Messaging Service.
System
acronymText The text that provides the common abbreviation used to
represent a specific system.
alternateName The name alternatively used to specify a system.
budgetinitiativeNumber The text that identifies the alpha numeric string that
IdentifierText represents the budget initiative number assigned by the
Information-Technology Registry to indicate funding source
for a specific System.
commentText The text that amplifies information regarding a specific

System.

criticalityCode

The code that represents how essential the operability of a
specific System is deemed to be.

descriptionText

The text that characterizes a specific System.

detailText

The text that further describes a specific System.
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Data Elements

Attributes
executiveAgencyCode

Definition
The code that represents the component that sponsored
the introduction of this system into DoD's inventory for a
specific System.

ManufacturerModification
Text

The text that characterizes changes made by the developer
for the specified version of the System.

manufacturerName

The name of the developer for this specific version of the
System.

modelldentifierText

The text that identifies the design of a specific system.

nomenclatureName

The name providing the complete entry for the DoD
standard military naming system for a specific System.

nominalUsersQuantity

The quantity that represents the number of persons that are
planned to be able to operate a specific System at the
same time.

purposeText The text that summarizes the objective of a specific
System.
roleCategoryCode The code that represents a class of use for a specific

System.

roleSubcategoryCode

The code that represents a detailed class of System.

softwarelnterfaceText

The text that characterizes the software interfaces of a
specified version of the System.

sourceName

The name of the originating entity for the System.

statusCode

The code that represents the state of a specified version of
the System.

unitCostAmount

The amount of the cost of a single instance of a System.

versionName

The name that identifies a specific rendition of a specific
System.

Task

alternateldentifierText

The text that pertains to the identifier that is alternatively
used to represent a specific Task.

alternateldentifierSource
Name

The name of the origin of the alternate identifier of a
specific Task.

categoryCode

The code that represents a class of Task.

commandLevelCode

The code that represents the general scope of military
operation for a Task.

commentText The text that provides comments on a specific Task.

derivedReferenceText The text that provides an audit trail for the origin of
requirements for a specific Task.

effectiveCalendarDate The calendar date upon which the Task comes into effect.

hierarchyNumberName

The name that represents the hierarchical relationship of a
specific Task to other Task(s).

hierarchyPrefix

The text that pertains to the identifier commonly used

IdentifierText before the hierarchy number to form a reference for a
specific Task.

proponentName The name of the sponsor of a specific task.

referenceSourceText The text that characterizes the authorized origin for a
specific Task.

verbCode The code that represents a function to be performed by a

specific Task.

versionldentifierText

The text that identifies the rendition of a specific Task

Relationships

Parent

Verb Phrase

Child




Relationships

Parent Verb Phrase Child
Action is related to Action
Action is described by Document
Action references Guidance
Action has as a participant Organization
Agreement is related to Agreement
Agreement is specified using Document
Agreement implements Guidance
Agreement references Architecture
Agreement specifies the service use for SoaService
Agreement specifies the service level for SoaService
Architecture is related to Architecture
Architecture is recorded in Document
Architecture conforms to Guidance
Architecture addresses Mission
Architecture includes Network
Architecture is described using Node
Architecture cites OperationalScenario
Architecture includes Organization
Architecture cites System
Architecture supports Task
Document describes Action
Document specifies Agreement
Document provides the conops for Architecture
Document records Architecture
Document is related to Document
Document specifies Guidance
Document is source for Mission
Document is the source for MissionArea
Document describes Network
Document describes OperationalScenario
Document references Organization
Document describes System
Guidance is referenced by Action
Guidance is implemented by Agreement
Guidance is implemented by Architecture
Guidance is related to Guidance
Guidance may be specified in Document
Guidance applies to OperationalScenario
Guidance governs Mission
Guidance is referenced by Organization
Guidance is implemented by Plan
Mission is addressed in Architecture
Mission is cited for MissionArea
Mission is related to Mission
Mission is governed by Guidance
Mission applies to Organization
Mission requires Task
MissionArea may be cited for Mission
MissionArea is cited for Node
MissionArea is supported by Organization
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Relationships

Parent Verb Phrase Child
MissionArea is supported by System
MissionArea is supported by Task
Network is related to Network
Network is described in Document
Network has as a participant Node
Network has Organization
Network operates using System
Node describes Architecture
Node represents Network
Node participates in Network
Node is related to Node
Node supports activities in MissionArea
Node is associated with Organization
Node is supported by System
Node performs Task
OperationalRole is related to SoaService
OperationalScenario is cited for Guidance
OperationalScenario is used for Mission
Organization participates in Action
Organization coordinates development of Agreement
Organization has Architecture
Organization is assigned Mission
Organization has Network
Organization is cited for Node
Organization references Agreement
Organization is related to Organization
Organization is referenced by Document
Organization is referenced by Guidance
Organization supports MissionArea
Organization staffs Plan
Organization has PointOfContact
Organization is service functionality provider for | SoaService
Organization has association with System
Period applies to Architecture
Period describe the occurrence of Document
Period is related to Period
Period applies to availability System
Plan is related to Plan
Plan is described by Document
Plan implements Guidance
Plan is staffed through Organization
PointOfContact applies to Architecture
PointOfContact pertains to Guidance
PointOfContact is related to PointOfContact
PointOfContact provides data for System
SoaService is part of SoaService
SoaService interfaces with SoaService
SoaService outputs data to SoaService
SoaService produces data for SoaService
SoaService sends to and receives data from SoaService
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Relationships

Parent Verb Phrase Child
SoaService is available at Node
SoaService uses SoftwareType
SoaService uses EquipmentType
SoaService has SoaOperation
SoaService is related to SystemFunction
SoaService is allocated to System
SoaService uses Technicallnterface
SoaService has profile specified by SoaServiceSpecification

Template

SoaSerivice has PointOfContact
SoaService complies with InformationTechnologyStandard
System is cited for System
System is used to operate Network
System supports the functions of Node
System is related to System
System is described by Document
System supports MissionArea
System is associated to Organization
System is based on data pr by PointOfContact
System is cited by Architecture
System is service provider for SoaService
Task is supported by Architecture
Task is used to accomplish Mission
Task is performed by Node
Task is related to Task
Task supports MissionArea
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3.2 INTEGRATED DICTIONARY (AV-2)

3.21 AV-2-Product Description

Product Definition. The AV-2 contains definitions of terms used in the given architecture. It
consists of textual definitions in the form of a glossary, a repository of architecture data, their
taxonomies, and their metadata (i.e., data about architecture data), including metadata for
tailored products, associated with the architecture products developed. Metadata are the
architecture data types, possibly expressed in the form of a physical schema. In this document,
architecture data types are referred to as architecture data elements.

Product Purpose. AV-2 provides a central repository for a given architecture’s data and
metadata. AV-2 enables the set of architecture products to stand alone, allowing them to be read
and understood with minimal reference to outside resources. AV-2 is an accompanying reference
to other products, and its value lies in unambiguous definitions. The key to long-term
interoperability can reside in the accuracy and clarity of these definitions.

Product Detailed Description. AV-2 defines terms used in an architecture, but it is more
than a simple glossary. Many architectural products have implicit or explicit information in the
form of a glossary, a repository of architecture data, their taxonomies, and their metadata. Each
labeled item (e.g., icon, box, or connecting line) in the graphical representation has a
corresponding entry in AV-2. Each item from a textual representation of an architectural product
also has a corresponding entry in AV-2. The type of metadata included in AV-2 for each item
depends on the type of architectural product from which the item is taken. For example, the
metadata for an operational node in AV-2 includes the attributes” Name, Description, and Level
Identifier. A taxonomy of operational nodes applicable to the architecture may be consulted, and
the name used for a specific operational node may be chosen from that taxonomy. The AV-2
entry for the node then consists of the metadata data fields (a name field, a description field, and
a level identifier field), a value for each of these fields, and the taxonomy for operational nodes.

Metadata, which refers to the architecture data types, are defined in the data element tables
provided for each product in this volume. These tables identify key architecture data types
(concepts about which architecture data are recorded), their attributes, and explanation. The
tables form the primary requirements for the CADM. The CADM describes the types and
relationships of architecture data in a standard (IDEF1X [FIPS 183, 1993]) form for use in
relational or other database design and by tool or repository builders. Everything in AV-2 could
be stored in a CADM-based repository, just as all Framework architecture products could be
stored in a CADM-based architecture modeling tool and/or modeling and repository tool. At a
minimum, AV-2 contains the data values for a specific architecture(s), and it is ideally a
repository conforming to the CADM.

Architects should use standard terms where possible (i.e., terms from existing, approved
dictionaries, glossaries, and lexicons). However, when a given architecture is at a lower level of
detail than existing architectures or lexicons, or when new concepts are devised for objective
architectures, new terms and/or modified definitions of existing terms may be needed. All
definitions that originate in existing dictionaries should provide a reference for the source, in
addition to providing the definition itself so that architectures are self-contained.
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3.2.2 Taxonomies

AV-2 defines the architecture data and their common terms of reference used in creating,
maintaining, and using architecture products. The OV, SV, and TV products are interrelated,
sometimes very extensively. Because of this inter-relationship among products and across
architecture efforts, it is useful to define common terminology with common definitions (referred
to as taxonomies) in the development of the architecture products. These taxonomies are the
building blocks for architecture products. The need for standard taxonomies derives from lessons
learned from early DoD architecture development issues, including the independent development
of multiple operational architectures that could not be integrated. Integration was impeded
because of the use of different terminology to represent the same architecture data. Use of
taxonomies to build architecture products has the following benefits over free-text labeling:

e Provides consistency across products
e Provides consistency across architectures
e Facilitates architecture development, validation, maintenance, and re-use

e Traces architecture data to authoritative data sources

The following are critical taxonomies requiring concurrence and standardization for
integrated architectures:

e Operational Nodes that represent Organizations, Organization Types, and
Occupational Specialties. The taxonomy minimally consists of names,
descriptions, and breakdowns into the parts of the organization, organization
type, or human role.

e Operational Activities (or Tasks).15 The taxonomy minimally consists of names,
descriptions, and decomposition into the constituent parts that comprise a
process activity.

e Information FElements. The taxonomy minimally consists of names of
information elements exchanged, descriptions, decomposition into constituent
parts and subtypes, and mapping to system data elements exchanged.

e Systems Nodes that represent facilities, platforms, units, and locations. The
taxonomy minimally consists of names, descriptions, breakdowns into
constituent parts of the node, and categorizations of types of facilities,
platforms, units, and locations.

e Systems consisting of family of systems (FoSs), system of systems (SoSs),
networks of systems, individual systems, and items (e.g., equipment hardware
and software). The taxonomy minimally consists of names, descriptions, and
breakdowns into the constituent parts of the system and categorization of types
of systems. Typing may also address variations across time and systems node
installation.

e System Functions. The taxonomy minimally consists of names, descriptions,
and decomposition into the constituent parts that comprise a system function.

15 Operational Activities defined and standardized by the Joint Staff are in the form of Mission Essential Tasks [CJCSM 3500.04D, 01
AUGUST 2005]. Operational Activities are also specified (and sometimes standardized) in the form of process activities arising from process
modeling. It is sometimes convenient to merge these sets, either as activities or tasks.
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e Triggers/Events. The taxonomy minimally consists of names, descriptions, and
breakdown into constituent parts of the event or trigger and categorization of
types of events or triggers.

e Performance Parameters. The taxonomy minimally consists of names,
descriptions, units of measure, and conditions that may be applicable to
performance parameters.

e Technical Standards. The taxonomy minimally consists of categories of
standards (e.g., DISR’s Service Areas).

e Technology Areas. The taxonomy minimally consists of names, descriptions,
and categories of technologies into which individual science and technology
initiatives and programs can be categorized.

These taxonomies are used to construct various architecture products as shown in Figure 3-3.
In the table, taxonomy refers to a set of relationships among pairs of instances, often hierarchical.
Composition refers to the use of one instance to represent and include as a subset or group of
instances. The symbols in the table represent the potential role played by the taxonomy and not
by the architecture data elements themselves (e.g., Operational Nodes are important to OV-1, but
taxonomies of these nodes are important for products OV-2 through OV-6). The table shows that
taxonomies potentially have a strong role to play in AV-2 as well as many of the OV, SV, and
TV products.

Note: Not all architecture data in a given taxonomy is useful in every architectural
development. However, given the ongoing evolutionary change in organizations, sys